
NATIONAL QUALITY FORUM—Measure Testing (subcriteria 2a2, 2b1-2b6)

Measure Number (if previously endorsed): 2558
Measure Title: Hospital 30-Day, All-Cause, Risk-Standardized Mortality Rate (RSMR) Following Coronary Artery Bypass Graft (CABG) Surgery 
Date of Submission:  1/5/2018
Type of Measure:
	☒ Outcome (including PRO-PM)
	☐ Composite – STOP – use composite testing form

	☐ Intermediate Clinical Outcome
	☐ Cost/resource

	☐ Process (including Appropriate Use)
	☐ Efficiency

	☐ Structure
	



	Instructions
· Measures must be tested for all the data sources and levels of analyses that are specified. If there is more than one set of data specifications or more than one level of analysis, contact NQF staff about how to present all the testing information in one form.
· For all measures, sections 1, 2a2, 2b1, 2b2, and 2b4 must be completed.
· For outcome and resource use measures, section 2b3 also must be completed.
· If specified for multiple data sources/sets of specificaitons (e.g., claims and EHRs), section 2b5 also must be completed.
· Respond to all questions as instructed with answers immediately following the question. All information on testing to demonstrate meeting the sub-criteria for reliability (2a2) and validity (2b1-2b6) must be in this form. An appendix for supplemental materials may be submitted, but there is no guarantee it will be reviewed.
· If you are unable to check a box, please highlight or shade the box for your response.
· Maximum of 25 pages (incuding questions/instructions; minimum font size 11 pt; do not change margins). Contact NQF staff if more pages are needed.
· Contact NQF staff regarding questions. Check for resources at Submitting Standards webpage.
· For information on the most updated guidance on how to address social risk factors variables and testing in this form refer to the release notes for version 7.1 of the Measure Testing Attachment.



	Note: The information provided in this form is intended to aid the Standing Committee and other stakeholders in understanding to what degree the testing results for this measure meet NQF’s evaluation criteria for testing.

2a2. Reliability testing 10 demonstrates the measure data elements are repeatable, producing the same results a high proportion of the time when assessed in the same population in the same time period and/or that the measure score is precise. For instrument-based measures (including PRO-PMs) and composite performance measures, reliability should be demonstrated for the computed performance score.

2b1. Validity testing 11 demonstrates that the measure data elements are correct and/or the measure score correctly reflects the quality of care provided, adequately identifying differences in quality.  For instrument-based measures (including PRO-PMs) and composite performance measures, validity should be demonstrated for the computed performance score.
[bookmark: _Toc256067249]
2b2. Exclusions are supported by the clinical evidence and are of sufficient frequency to warrant inclusion in the specifications of the measure; 12
AND 
If patient preference (e.g., informed decision making) is a basis for exclusion, there must be evidence that the exclusion impacts performance on the measure; in such cases, the measure must be specified so that the information about patient preference and the effect on the measure is transparent (e.g., numerator category computed separately, denominator exclusion category computed separately). 13

[bookmark: _Toc256067250]2b3. For outcome measures and other measures when indicated (e.g., resource use): 
· an evidence-based risk-adjustment strategy (e.g., risk models, risk stratification) is specified; is based on patient factors (including clinical and social risk factors) that influence the measured outcome and are present at start of care; 14,15 and has demonstrated adequate discrimination and calibration
OR
· rationale/data support no risk adjustment/ stratification. 

2b4. Data analysis of computed measure scores demonstrates that methods for scoring and analysis of the specified measure allow for identification of statistically significant and practically/clinically meaningful 16 differences in performance;
OR
there is evidence of overall less-than-optimal performance. 

2b5. If multiple data sources/methods are specified, there is demonstration they produce comparable results.

2b6. Analyses identify the extent and distribution of missing data (or nonresponse) and demonstrate that performance results are not biased due to systematic missing data (or differences between responders and nonresponders) and how the specified handling of missing data minimizes bias.

Notes
[bookmark: Note8][bookmark: Note9][bookmark: Note10]10. Reliability testing applies to both the data elements and computed measure score. Examples of reliability testing for data elements include, but are not limited to: inter-rater/abstractor or intra-rater/abstractor studies; internal consistency for multi-item scales; test-retest for survey items. Reliability testing of the measure score addresses precision of measurement (e.g., signal-to-noise).
[bookmark: Note11]11. Validity testing applies to both the data elements and computed measure score. Validity testing of data elements typically analyzes agreement with another authoritative source of the same information. Examples of validity testing of the measure score include, but are not limited to: testing hypotheses that the measures scores indicate quality of care, e.g., measure scores are different for groups known to have differences in quality assessed by another valid quality measure or method; correlation of measure scores with another valid indicator of quality for the specific topic; or relationship to conceptually related measures (e.g., scores on process measures to scores on outcome measures).  Face validity of the measure score as a quality indicator may be adequate if accomplished through a systematic and transparent process, by identified experts, and explicitly addresses whether performance scores resulting from the measure as specified can be used to distinguish good from poor quality. The degree of consensus and any areas of disagreement must be provided/discussed.
[bookmark: Note12]12. Examples of evidence that an exclusion distorts measure results include, but are not limited to: frequency of occurrence, variability of exclusions across providers, and sensitivity analyses with and without the exclusion.  
[bookmark: Note13]13. Patient preference is not a clinical exception to eligibility and can be influenced by provider interventions.
[bookmark: Note14][bookmark: Note15]14. Risk factors that influence outcomes should not be specified as exclusions.
[bookmark: Note16]15. With large enough sample sizes, small differences that are statistically significant may or may not be practically or clinically meaningful. The substantive question may be, for example, whether a statistically significant difference of one percentage point in the percentage of patients who received  smoking cessation counseling (e.g., 74 percent v. 75 percent) is clinically meaningful; or whether a statistically significant difference of $25 in cost for an episode of care (e.g., $5,000 v. $5,025) is practically meaningful. Measures with overall less-than-optimal performance may not demonstrate much variability across providers.


1. DATA/SAMPLE USED FOR ALL TESTING OF THIS MEASURE
Often the same data are used for all aspects of measure testing. In an effort to eliminate duplication, the first five questions apply to all measure testing. If there are differences by aspect of testing,(e.g., reliability vs. validity) be sure to indicate the specific differences in question 1.7. 

1.1. What type of data was used for testing? (Check all the sources of data identified in the measure specifications and data used for testing the measure. Testing must be provided for all the sources of data specified and intended for measure implementation. If different data sources are used for the numerator and denominator, indicate N [numerator] or D [denominator] after the checkbox.)
	Measure Specified to Use Data From:
(must be consistent with data sources entered in S.17)
	Measure Tested with Data From:

	☐ abstracted from paper record
	☐ abstracted from paper record

	☒ claims
	☐ claims

	☒ registry
	☐ registry

	☐ abstracted from electronic health record
	☐ abstracted from electronic health record

	☐ eMeasure (HQMF) implemented in EHRs
	☐ eMeasure (HQMF) implemented in EHRs

	☒ other:  
	☒ other:  Census Data/American Community Survey


     
1.2. If an existing dataset was used, identify the specific dataset (the dataset used for testing must be consistent with the measure specifications for target population and healthcare entities being measured; e.g., Medicare Part A claims, Medicaid claims, other commercial insurance, nursing home MDS, home health OASIS, clinical registry).   

The datasets used for testing included Medicare Parts A and B claims as well as the Medicare Enrollment Database (EDB). In addition, we used clinical data from New York State Cardiac Surgery Reporting System, and the California all-payer dataset. To assess socioeconomic factors, we used census as well as claims data (dual eligible status obtained through enrollment data; Agency for Healthcare Research and Quality (AHRQ) socioeconomic status (SES) index score obtained through census data). The dataset used varies by testing type; see Section 1.7 for details.
1.3. What are the dates of the data used in testing?	2008-2016
The dates used vary by testing type; see Section 1.7 for details

1.4. What levels of analysis were tested? (testing must be provided for all the levels specified and intended for measure implementation, e.g., individual clinician, hospital, health plan)
	Measure Specified to Measure Performance of:
(must be consistent with levels entered in item S.20)
	Measure Tested at Level of:

	☐ individual clinician
	☐ individual clinician

	☐ group/practice
	☐ group/practice

	☒ hospital/facility/agency
	☒ hospital/facility/agency

	☐ health plan
	☐ health plan

	☐ other:  Click here to describe
	☐ other:  Click here to describe



1.5. How many and which measured entities were included in the testing and analysis (by level of analysis and data source)? (identify the number and descriptive characteristics of measured entities included in the analysis (e.g., size, location, type); if a sample was used, describe how entities were selected for inclusion in the sample) 

For this measure, hospitals are the measured entities. All non-federal, acute inpatient US hospitals (including territories) with Medicare Fee-for-Service (FFS) beneficiaries aged 65 years or over are included. The number of measured entities (hospitals) varies by testing type; see Section 1.7 for details.

1.6. How many and which patients were included in the testing and analysis (by level of analysis and data source)? (identify the number and descriptive characteristics of patients included in the analysis (e.g., age, sex, race, diagnosis); if a sample was used, describe how patients were selected for inclusion in the sample) 

The number of admissions/patients varies by testing type; see Section 1.7 for details.

1.7. If there are differences in the data or sample used for different aspects of testing (e.g., reliability, validity, exclusions, risk adjustment), identify how the data or sample are different for each aspect of testing reported below.

[bookmark: _Hlk500503463]The datasets, dates, number of measured hospitals, and number of admissions used in each type of testing are as follows:

For Reliability Testing
For reliability testing, we randomly split Dataset 1 into two samples. The reliability of the model was tested by randomly selecting 50% of the Medicare patients aged 65 years and over in the most recent three-year cohort and calculating the risk-standardized mortality rates for this group. We then calculated risk-standardized mortality rates in the remaining 50% of patients and compared the results from each sample to assess reliability of the measure score (Dataset 1 below).

[bookmark: _Hlk497397523]Dataset 1 (2017 public reporting cohort): Medicare Part A Inpatient and Outpatient and Part B Outpatient claims Data
Dates of Data: July 1, 2013 – June 30, 2016
Number of Admissions: 138,661
Patient Descriptive Characteristics: average age=73.7, % male=71.7
Number of Measured Hospitals: 1,185

For Validity Testing
We assessed the face validity of the measure score using the Technical Expert Panel (TEP).

For Testing of Measure Exclusion 
[bookmark: _Hlk500494966]Dataset 1 (2017 public reporting cohort)

For Testing of Measure Risk Adjustment
Dataset 1 (2017 public reporting cohort)


Dataset 2 (development dataset): Medicare Part A Inpatient and Outpatient and Part B Outpatient claims Data
Dates of Data: January 1, 2008 – December 31, 2010
Number of Admissions: 173,291
Patient Descriptive Characteristics: average age=81.0, % male=46.1
Number of Measured Hospitals: 1,170

Dataset 3 (clinical data): New York State Cardiac Surgery Reporting System (CSRS) - New York Department of Health
[bookmark: _Hlk500495526]Dates of Data: July 1, 2008 – June 30, 2010
Number of Admissions: 8,228
Patient Descriptive Characteristics: average age= --, % male=67.8
Number of Measured Hospitals: 35
[bookmark: _Hlk497404119]
For Optional Additional Testing  for Risk Adjustment (in an adult all-payer popultaion of patients who were 18 years and older)

Dataset 4 (all-payer dataset): California all-payer dataset 2006
Dates of Data: July 1, 2013 – June 30, 2016
Number of Admissions: 14,889
Patient Descriptive Characteristics: average age=66, % male=74.9
Number of Measured Hospitals: About 450

For Testing of Measure Exclusions
Dataset 1 (2017 public reporting cohort): Medicare Part A Inpatient and Outpatient and Part B Outpatient claims Data

For Testing to Identify Meaningful Differences in Performance
Dataset 1 (2017 public reporting cohort): Medicare Part A Inpatient and Outpatient and Part B Outpatient claims Data

For Testing of Social Risk Factors in Risk Models
Dataset 1 (2017 public reporting cohort): Medicare Part A Inpatient and Outpatient and Part B Outpatient claims Data

Dataset 5: The American Community Survey (2008-2012)
We examined disparities in performance according to the proportion of patients in each hospital who were dual eligible for both Medicare and Medicaid insurances. We also used the AHRQ SES index score derived from the American Community Survey (2008-2012) (Dataset 2) to study the association between performance measures and SES.

Data Elements Tested
• Dual eligible status (i.e., enrolled in both Medicare and Medicaid) patient-level data is obtained from CMS enrollment data (Dataset 1)
• Validated AHRQ SES index score is a composite of 7 different variables found in the census data 

1.8 What were the social risk factors that were available and analyzed? For example, patient-reported data (e.g., income, education, language), proxy variables when social risk data are not collected from each patient (e.g. census tract), or patient community characteristics (e.g. percent vacant housing, crime rate) which do not have to be a proxy for patient-level data. 

We selected SES variables to analyze after reviewing the literature and examining available national data sources. There is a large body of literature linking various SES factors to worse health status and higher mortality over a lifetime (see, e.g.,  van Oeffelen et al., 2012). Income, education, and occupation are the most commonly examined socioeconomic factors studied. However, the literature contains few studies directly examining how different SES factors might influence the likelihood of older, insured, Medicare patients dying within 30 days of an admission for a CABG  procedure. The causal pathways for SES variable selection are described below in Section 2b4.3.

The SES variables used for analysis were:
• Dual eligible status (Dataset 1)
• AHRQ-validated SES index score using 9-digit zip code data (percentage of people in the labor force who are unemployed, percentage of people living below poverty level, median household income, median value of owner-occupied dwellings, percentage of people ≥25 years of age with less than a 12th-grade education, percentage of people ≥25 years of age completing ≥4 years of college, and percentage of households that average ≥1 people per room) (Dataset 5).

References
Boan AD, Feng WW, Ovbiagele B, et al. Persistent racial disparity in stroke hospitalization and economic impact in young adults in the buckle of stroke belt. Stroke; a journal of cerebral circulation. Jul 2014;45(7):1932-1938.
Clark CJ, Guo H, Lunos S, et al. Neighborhood cohesion is associated with reduced risk of stroke mortality. Stroke; a journal of cerebral circulation. May 2011;42(5):1212-1217.
Glymour MM, Kosheleva A, Boden-Albala B. Birth and adult residence in the Stroke Belt independently predict stroke mortality. Neurology. Dec 1 2009;73(22):1858-1865.
Howard VJ, Kleindorfer DO, Judd SE, et al. Disparities in stroke incidence contributing to disparities in stroke mortality. Ann Neurol 2011;69:619–627.
Khan JA, Casper M, Asimos AW, et al. Geographic and sociodemographic disparities in drive times to Joint Commission-certified primary stroke centers in North Carolina, South Carolina, and Georgia. Preventing chronic disease. Jul 2011;8(4):A79.
Pedigo A, Seaver W, Odoi A. Identifying unique neighborhood characteristics to guide health planning for stroke and heart attack: fuzzy cluster and discriminant analyses approaches. PloS one. 2011;6(7):e22693.
van Oeffelen AA, Agyemang C, Bots ML, et al. The relation between socioeconomic status and short-term mortality after acute myocardial infarction persists in the elderly: results from a nationwide study. European journal of epidemiology. Aug 2012; 27(8):605-613.

________________________________
2a2. RELIABILITY TESTING 
Note: If accuracy/correctness (validity) of data elements was empirically tested, separate reliability testing of data elements is not required – in 2a2.1 check critical data elements; in 2a2.2 enter “see section 2b2 for validity testing of data elements”; and skip 2a2.3 and 2a2.4.

2a2.1. What level of reliability testing was conducted? (may be one or both levels)
☐ Critical data elements used in the measure (e.g., inter-abstractor reliability; data element reliability must address ALL critical data elements)
☒ Performance measure score (e.g., signal-to-noise analysis)

2a2.2. For each level checked above, describe the method of reliability testing and what it tests (describe the steps―do not just name a method; what type of error does it test; what statistical analysis was used)

Measure Score Reliability
The reliability of a measurement is the degree to which repeated measurements of the same entity agree with each other. For measures of hospital performance, the measured entity is naturally the hospital, and reliability is the extent to which repeated measurements of the same hospital give similar results. In line with this thinking, our approach to assessing reliability is to consider the extent to which assessments of a hospital using different but randomly selected subsets of patients produces similar measures of hospital performance. That is, we take a "test-retest" approach in which hospital performance is measured once using a random subset of patients, then measured again using a second random subset exclusive of the first, and finally compare the agreement between the two resulting performance measures across hospitals (Rousson et al., 2002).

For test-retest reliability, we combined index admissions from successive measurement periods into one dataset, randomly sampled half of the patients within each hospital, calculated the measure for each hospital, and repeated the calculation using the second half. Thus, each hospital is measured twice, but each measurement is made using an entirely distinct set of patients. To the extent that the calculated measures of these two subsets agree, we have evidence that the measure is assessing an attribute of the hospital, not of the patients. As a metric of agreement, we calculated the intra-class correlation coefficient (ICC) (Shrout and Fleiss, 1979), and assessed the values according to conventional standards (Landis and Koch, 1977). Specifically, we used Dataset 1 split sample and calculated the RSMR for each hospital for each sample. The agreement of the two RSMRs was quantified for hospitals using the intra-class correlation as defined by ICC (2, 1) by Shrout and Fleiss (1979).

Using two independent samples provides a stringent estimate of the measure’s reliability, in comparison to using two random, but potentially overlapping, samples which would exaggerate the agreement. Moreover, because our final measure is derived using hierarchical logistic regression, and a known property of hierarchical logistic regression models is that smaller-volume hospitals contribute less ´signal´, a split sample using a single measurement period would introduce extra noise. This leads to an underestimate in the actual test-retest reliability that would be achieved if the measure were reported using the full measurement period, as evidenced by the Spearman Brown prophecy formula (Spearman, 1910; Brown, 1910). We use this to estimate the reliability of the measure if the whole cohort were used, based on an estimate from half the cohort.

Test-retest reliability is considered the lower bound of any reliability estimate (Yu, Mehrotra, and Adam, 2013). While it is the most relevant metric from the perspective of measure reliability, it is also meaningful to consider the separate notion of “unit” reliability, that is, the reliability with which individual units (here, hospitals) are measured. Therefore, we also use the approach used by Adams and colleagues to calculate reliability for this measure (2010). Because this metric has been reported for other measures in other contexts (see e.g., Adams et al 2010), and to provide an additional, complementary metric, we also report this average unit reliability. 
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[bookmark: _Hlk502921460]2a2.3. For each level of testing checked above, what were the statistical results from reliability testing? (e.g., percent agreement and kappa for the critical data elements; distribution of reliability statistics from a signal-to-noise analysis)

Measure Score Reliability Results (Dataset 1)
There were 138,661 admissions in the 2017 public reported CABG mortality measure (Dataset 1), with 69,040 in one sample and 69,621 in the other randomly selected sample. The agreement between the two RSMRs for each hospital was 0.35, which according to the conventional interpretation is “fair” (Landis J & Koch G, 1977). 

[bookmark: _Hlk502921468]Please note that the above reliability represents the lower bound of any reliability estimate of this measure. Using the approach by Adams et al (2010), we found the mean reliability score to be 0.851. This is considered to be high (Yu, Mehrotra, and Adams, 2013).

[bookmark: _Hlk502921540]References
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[bookmark: _Hlk502921547][bookmark: _Hlk500507842]2a2.4 What is your interpretation of the results in terms of demonstrating reliability? (i.e., what do the results mean and what are the norms for the test conducted?)

The ICC demonstrates fair agreement in measure score reliability. 

The ICC[2,1] is a conservative measure of test-retest reliability because it assumes that the multiple measurements are drawn from a larger sample of tests, and that the measured providers are drawn from a larger sample of providers. Given, the conservative nature of the ICC[2,1] and the complex constructs of risk-adjusted outcome measures, a lower reliability score is expected. 

Guidelines for the interpretation of the ICC[2,1] statistic are limited. Landis & Koch (Landis, Koch 1977) created a convention to assess the reliability but stated “In order to maintain consistent nomenclature when describing the relative strength of agreement associated with kappa statistics, the following labels will be assigned to the corresponding ranges of kappa … Although these divisions are clearly arbitrary, they do provide useful “benchmarks” for the discussion of the specific example in Table 1”. 

In other words, ‘acceptability’ depends on context. For example, if we were measuring adolescent weight twice with the same scale, and assessing whether the weights were above a certain threshold, we would expect the two measurements to agree almost exactly (ICC[2,1] ~ 1); otherwise, we would discard the scale. At the other extreme, if we were measuring a latent personality trait such as a personality disorder, we would expect a much lower level of agreement. In fact, Nestadt et al. assessed ICCs for several standard tools for assessing personality disorder and found test-retest reliabilities in the range of 0.06-0.27 (Nestadt 2012). Notably, Nestadt et al. conclude that these tools “may still be useful for identifying [personality disorder] constructs.”

The current context is measuring provider quality, or, specifically, provider propensity to provide appropriate care as measured by subsequent outcomes. Cruz et al. report reliabilities for collecting risk factor information from patients presenting to an emergency department with potential acute coronary syndrome (Cruz et al.). Each patient was queried twice, once by a clinician and once by a trained research assistant, and the reliabilities for a range of risk factors were calculated; these ranged from 0.28 (associated symptoms) to 0.69 (cardiac risk factors), with all other factors in the 0.30-0.56 range.  Hand et al. report test-retest reliabilities for bedside clinical assessment of suspected stroke (Hand et al.). Pairs of observers independently assessed suspected stroke patients; findings were recorded on a standard form to promote consistency. The reliabilities were calculated for the full range of diagnostic factors: for vascular factors, reliabilities ranged from 0.47-0.69 with only four of eight above 0.6; for history, they ranged from 0.37-0.65 with only five of 12 above 0.6; other categories were similar (though reliability=1 for whether the patients were conscious). 

[bookmark: _Hlk502921568]Our test-retest reliability score of 0.35 represents the lower bound of any reliability estimate. Using the approach used by Adams et al (2010), we obtained mean reliability score of 0.851. This pattern was also observed by Yu, Mehrotra and Adams (2013). For example, they found mean reliability for a PCP visits utilization measure to be 0.94 using the approach used by Adams and colleagues (2010), although the rest-retest reliability score was 0.68. Taking together these results indicate that there is sufficient reliability in the measure score. 

_________________________________
2b1. VALIDITY TESTING 
2b1.1. What level of validity testing was conducted? (may be one or both levels)
☐ Critical data elements (data element validity must address ALL critical data elements)
☒ Performance measure score
☐ Empirical validity testing
☒ Systematic assessment of face validity of performance measure score as an indicator of quality or resource use (i.e., is an accurate reflection of performance on quality or resource use and can distinguish good from poor performance)  NOTE:  Empirical validity testing is expected at time of maintenance review; if not possible, justification is required.

2b1.2. For each level of testing checked above, describe the method of validity testing and what it tests (describe the steps―do not just name a method; what was tested, e.g., accuracy of data elements compared to authoritative source, relationship to another measure as expected; what statistical analysis was used)

Measure validity is demonstrated through prior validity testing done on our other claims-based measures, through use of established measure development guidelines, and by systematic assessment of measure face validity by a TEP of national experts and stakeholder organizations.

Face Validity as Determined by TEP
To systematically assess face validity, we surveyed the TEP and asked each member to rate the following statement using a six-point scale (1=Strongly Disagree, 2=Moderately Disagree, 3=Somewhat Disagree, 4=Somewhat Agree, 5= Moderately Agree, and 6=Strongly Agree): “The mortality rates obtained from the mortality measure as specified will provide an accurate reflection of quality.”

Measure Score Validity - Validity as Assessed by External Groups 
Throughout measure development, we obtained expert and stakeholder input via three mechanisms: regular discussions with an advisory working group, a national TEP, and a 30-day public comment period to increase transparency and to gain broader input into the measure.

The working group was comprised of two cardiothoracic surgeons with expertise in quality measure development, one of whom was the lead for the development of the Society of Thoracic Surgeons (STS) registry-based CABG readmission measure. In addition, two members of the claims-based measure development team served on the working group for the STS CABG readmission measure. Through frequent (weekly or more frequent) conference calls, all aspects of measure development were discussed among the two measure developers, including the cohort definitions, outcome attribution, and risk-adjustment. The collaboration allowed real-time harmonization of the measures throughout the entire measure development process. The working group meetings addressed key issues surrounding measure development, including detailed discussions regarding the appropriate cohort for inclusion in the measure. The working group provided a forum for focused expert review and discussion of technical issues during measure development prior to consideration by the broader, combined TEP, which was convened to address all three CABG outcome measures under development (the two claims-based readmission and mortality measures as well as the registry-based readmission measure). This allowed for continuation of the close collaboration between measure developers achieved earlier in measure development. 

In addition to the working group, and in alignment with the CMS Measure Management System (MMS), we convened a TEP to provide input and feedback during measure development from a group of recognized experts in relevant fields. To convene the TEP, we released a public call for nominations and selected individuals to represent a range of perspectives including clinicians, consumers, and purchasers, as well as individuals with experience in quality improvement, performance measurement, and health care disparities. We held three structured TEP conference calls consisting of presentation of key issues, our proposed approach, and relevant data, followed by open discussion among TEP members. We made minor modifications to the measure cohort (i.e., excluding additional concomitant non-cardiac procedures from the cohort such as lung resection and mastectomy), and risk-adjustment variables (i.e., including a history of prior CABG surgery in the risk adjustment) based on TEP feedback on the measures. 
Following completion of the model, we solicited public comment on the measure through the CMS site link https://www.CMS.gov/MMS/17_CallforPublicComment.asp. The public comments were then posted publicly for 30 days.

Data Element Validity – Validity of Claims-Based Measures 
Our team has demonstrated for a number of prior measures the validity of claims-based measures for profiling hospitals by comparing either the measure results or individual data elements against medical records. CMS validated the six NQF-endorsed, claim-based measures currently in public reporting (acute myocardial infarction (AMI), heart failure, and pneumonia mortality and readmission) with models that used medical record-abstracted data for risk adjustment. Specifically, claims model validation was conducted by building comparable models using abstracted medical record data for risk adjustment for heart failure patients (National Heart Failure data), AMI patients (Cooperative Cardiovascular Project data) and pneumonia patients (National Pneumonia Project dataset). When both models were applied to the same patient population, the hospital risk-standardized rates estimated using the claims-based risk-adjustment models had a high level of agreement with the results based on 
the medical record model, thus supporting the use of the claims-based models for public reporting. Our group has reported these findings in the peer-reviewed literature (Krumholz et al. 2006; Krumholz et al. 2011; Krumholz et al. 2006a; Keenan et al. 2008; Bratzler 2011; Lindenauer 2011).
Measure Score Validity -Validity Indicated by Established Measure Development Guidelines  
We developed this measure in consultation with national guidelines for publicly reported outcome measures, with outside experts, and with the public. The measure is consistent with the technical approach to outcome measurement set forth in NQF guidance for outcome measures, CMS MMS guidance, and the guidance articulated in the American Heart Association scientific statement, “Standards for Statistical Models Used for Public Reporting of Health Outcomes” (Krumholz, Brindis, et al. 2006; NQF 2010). 

Validation of the Administrative Risk-Adjustment Model
To validate the administrative risk-adjustment model, we calculated hospital-level, RSMRs using the claims-based CABG mortality measure risk model and a risk model created using clinical registry data in a common cohort of isolated CABG patients (2008-2010) from the New York State Cardiac Surgery Reporting System (CSRS) from the New York Department of Health and compared the results. We matched claims from the 2008-2010 data sets to the 2008-2011 NY Registry data.   
We measured the correlation between the two sets of results at the hospital level. In addition, we used a bootstrapping approach similar to that used for public reporting of the AMI, heart failure and pneumonia mortality measures to categorize hospital performance as better, worse or no different than the average hospital observed mortality rate. The bootstrapping algorithm used is described below:

[image: ]

[bookmark: _GoBack]We then performed a reclassification analysis to determine how many hospitals might be reclassified to a different performance category if assessed by the administrative model as compared to the registry model. In order to isolate differences due to the method of risk adjustment, both measures were calculated in the same cohort of patients, used the same outcome definition (30-day all-cause mortality defined by administrative claims data) and a consistent approach to risk-adjustment modeling (the hierarchical logistic regression model approach used in CMS’s publicly reported claims-based outcome measures).

ICD-9 to ICD-10 Conversion

Statement of Intent
[X] Goal was to convert this measure to a new code set, fully consistent with the intent of the original measure. 
[ ] Goal was to take advantage of the more specific code set to form a new version of the measure, but fully consistent with the original intent. 
[ ] The intent of the measure has changed. 

Process of Conversion
We re-specified the measure to accommodate the implementation of ICD-10 coding. Specifically:
· We expanded the cohort definition to include ICD-10 codes for use with discharges on or after October 1, 2015. (Previously-specified ICD-9 codes continue to be used for discharges before October 1, 2015.)
· We re-specified the risk model:
· The CC-based risk variables were updated to the ICD-10-compatible HCC system version 22, maintained by RTI International; and,
· Certain risk variables (for example, cardiogenic shock), previously defined using ICD-9 codes, were re-defined using ICD-10 codes for use with inpatient, outpatient, and/or physician Medicare administrative claims on or after October 1, 2015.

The goal of this re-specification was to maintain the intent and validity of the measure.

The ICD-10 Transition Process
In developing the ICD-10 code lists that define the cohort for the measure, we created cohort crosswalks using the General Equivalence Mappings (GEMs), a tool created by CMS and the Centers for Disease Control and Prevention (CDC) to assist with the conversion of ICD-9 codes to ICD-10 codes. To validate the cohort crosswalks, we compared the cohort size using ICD-10 codes in a set of claims submitted between October 2015 and March 2016 with the cohort size using previously-defined ICD-9 codes in a set of claims submitted between October 2014 and March 2015. We conducted clinical review of the results of this analysis to further refine the set of codes appropriate for cohort definition.

The risk variables were updated to the ICD-10-compatible HCC version 22 map. The intent was to keep the risk-adjustment model as similar as possible to the model previously defined using HCC version 12. Specifically:
· Experts examined the ICD-9 code-based HCC version 12 and version 22 maps and reviewed shifts that occurred (where an ICD-9 code had moved from one CC to another). Based on these examinations, they recommended new risk variables using version 22 CCs. 
· Following re-specification of the risk variables using the HCC version 22 map, we ran risk-adjustment models on several outcome measures, to ensure testing of all variables where shifts in the ICD-9 codes included in the CCs had occurred.
· For each tested measure, we used the same claims dataset to calculate and compare two separate sets of measure results using two separate risk-adjustment models: One set using the previously-specified version 12 risk variables, and the other using the newly-specified version 22 risk variables. For this analysis, we used the ICD-9-coded data from the 2016 measurement period.
· We compared the frequencies and model coefficients of the two sets of risk-adjustment variables, to ensure that they were similar.
· We compared the performance of each risk-adjustment model by calculating each model’s c-statistic and predictive ability.
· We examined the correlation in the risk-standardized outcome rates produced by the two risk-adjustment models, to ensure that they produced similar measure results.
· We examined the degree to which the models produced similar risk-standardized outcome rates at the hospital level by assessing whether individual hospitals’ risk-standardized rates fell into the same quintile in the distribution of risk-standardized rates calculated by each of the two models.
· Based on the results of these analyses, we made minor modifications to the re-specified risk-adjustment variables to ensure that the performance of the risk-adjustment model was as similar as possible to the performance of the previously-specified model, and that the hospital-level results were as similar as possible.

ICD-9 and ICD-10 codes are attached in the Data Dictionary.
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2b1.3. What were the statistical results from validity testing? (e.g., correlation; t-test)

Validity as Assessed by External Groups
Fourteen TEP members responded to the survey question as follows: Strongly Disagreed (1), Moderately Disagreed (1), Somewhat Disagreed (1), Somewhat Agreed (1), Moderately Agreed (8), and Strongly Agreed (2). Hence, 79% of TEP members agreed (71% moderately or strongly agreed) that the measure will provide an accurate reflection of quality.

Validation of Administrative Risk Adjustment Model
The validation of the administrative risk model demonstrated similar distributions in hospital RSMRs for the claims-based and clinical-based models, although the claims-based model showed a narrower range of outcome rates. The C-statistics for the two models were similar: 0.74 for the claims-based model and 0.75 for the clinical-based model. Overall agreement between hospital performance categorization between the claims-based and clinical-based models was 94.3% (33 of 35 hospitals had concordant performance categorization) and the correlation was 0.90 (weighted Spearman correlation). The clinical-based model identified two worse-performing outlier hospitals, while the claims-based model identified none; neither model identified any better-performing outliers in the matched sample.

Full results of the validation study can be found in the Appendix of the attached CABG Mortality Measure Methodology Report.
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2b1.4. What is your interpretation of the results in terms of demonstrating validity? (i.e., what do the results mean and what are the norms for the test conducted?)

Validity as Assessed by External Groups 
The results demonstrate TEP agreement with overall face validity of the measure as specified. Measure validity is also ensured through the processes employed during development, including regular expert and clinical input, and modeling methodologies with demonstrated validity in claims-based measures. 
Validation of Administrative Risk Adjustment Model 
Thorough evaluation adherent to nationally accepted standards for outcome measure development (Krumholz et al. 2008; Shahian et al. 2007) indicate that the model has similar discrimination and calibration to a New York state-derived clinical risk model, although the relative discrimination was lower when a risk variable (shock), whose pre-operative status was unknown, was removed from the claims-based model. Although both the mortality rate and range of performance in the matched sample was less than that of US hospitals overall, the frequency and effect of risk variables was similar in the matched sample and national data. The models produce similar estimates of hospital performance. However, the claims-based model generally produced lower RSMR estimates compared with the clinical-based model among hospitals with higher estimated RSMRs, and higher RSMR estimates among those hospitals with lower RSMRs. Assuming that the clinical-based model is the gold standard (and does not over-estimate poor performing hospitals’ RSMRs), our findings suggest that the claims-based model may underestimate poor performing hospitals’ RSMRs and may be less likely to identify poor performance outliers compared with the clinical-based model. Similarly, the claims-based model may be less likely to identify hospitals with significantly better-than-average performance, although this validation study cannot assess this as the clinical-based model did not identify high performing outlier hospitals in the validation sample. 
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2b2. EXCLUSIONS ANALYSIS
NA ☐ no exclusions — skip to section 2b3

2b2.1. Describe the method of testing exclusions and what it tests (describe the steps―do not just name a method; what was tested, e.g., whether exclusions affect overall performance scores; what statistical analysis was used)
 
All exclusions were determined by careful clinical review and have been made based on clinically relevant decisions and to ensure accurate calculation of the measure. To ascertain impact of exclusions on the cohort, we examined overall frequencies and proportions of the total cohort excluded for each exclusion criterion (Dataset 1). These exclusions are consistent with similar NQF-endorsed outcome measures. Rationales for the exclusions are detailed in field S.9 of the measure submission form (Denominator Exclusions Details).

2b2.2. What were the statistical results from testing exclusions? (include overall number and percentage of individuals excluded, frequency distribution of exclusions across measured entities, and impact on performance measure scores)

In Dataset 1 (prior to exclusions being applied):
	Exclusion
	N
	%
	Distribution across hospitals (N=1,039): Min, 25th, 50th, 75th percentile, max

	1. Inconsistent or unknown vital status or other unreliable demographic data
	1
	<0.01%
	(0, 0, 0, 0, 0.25)

	[bookmark: _Hlk499040112]2. Admissions for subsequent qualifying CABG procedures during the measurement period
	88
	0.06%
	(0, 0, 0, 1.19, 3.45)

	3. Discharged against medical advice (AMA)
	46
	0.03%
	(0, 0, 0, 0, 3.70)






2b2.3. What is your interpretation of the results in terms of demonstrating that exclusions are needed to prevent unfair distortion of performance results? (i.e., the value outweighs the burden of increased data collection and analysis.  Note: If patient preference is an exclusion, the measure must be specified so that the effect on the performance score is transparent, e.g., scores with and without exclusion)

Exclusion 1 is necessary for valid calculation of the measure. Patients with an inconsistent or unknown vital status or other unreliable demographic account for <0.01% of all index admissions excluded from the initial index cohort. 
Exclusion 2 (admissions for subsequent qualifying CABG procedures during the measurement period) accounts for 0.06% of all index admissions excluded from the initial index cohort. This exclusion was applied to align with the Society of Thoracic Surgeons 30-day mortality measure. The experts believed that a second CABG procedure within 30 days of an initial procedure is most likely due to a complication of the initial CABG procedure or the peri-operative care the patient received, and as such, the care provided by the hospital performing the initial CABG procedure likely dominates mortality risk.

[bookmark: _Hlk499040219]Exclusion 3 (patients who are discharged AMA) accounts for 0.03% of all index admissions excluded from the initial index cohort. This exclusion is needed for acceptability of the measure to hospitals, who do not have the opportunity to deliver full care and prepare the patient for discharge.

____________________________
[bookmark: section2b4]2b3. RISK ADJUSTMENT/STRATIFICATION FOR OUTCOME OR RESOURCE USE MEASURES
If not an intermediate or health outcome, or PRO-PM, or resource use measure, skip to section 2b4.

2b3.1. What method of controlling for differences in case mix is used?
☐ No risk adjustment or stratification
☒ Statistical risk model with 24 risk factors
☐ Stratification by Click here to enter number of categories risk categories
☐ Other, Click here to enter description

2b3.1.1 If using a statistical risk model, provide detailed risk model specifications, including the risk model method, risk factors, coefficients, equations, codes with descriptors, and definitions. 
See risk model specification in Section 2b3.4a and the attached data dictionary.

2b3.2. If an outcome or resource use component measure is not risk adjusted or stratified, provide rationale and analyses to demonstrate that controlling for differences in patient characteristics (case mix) is not needed to achieve fair comparisons across measured entities. 
N/A
2b3.3a. Describe the conceptual/clinical and statistical methods and criteria used to select patient factors (clinical factors or social risk factors) used in the statistical risk model or for stratification by risk (e.g., potential factors identified in the literature and/or expert panel; regression analysis; statistical significance of p<0.10; correlation of x or higher; patient factors should be present at the start of care)  Also discuss any “ordering” of risk factor inclusion; for example, are social risk factors added after all clinical factors?

Our goal was to develop a parsimonious model that included clinically relevant variables associated with isolated CABG mortality. The candidate variables for the model were derived from: the index admission, with comorbidities identified from the index admission secondary diagnoses (excluding potential complications), 12-month pre-index inpatient Part A data, outpatient hospital data, and Part B physician data. 
For administrative model development, we started with 189 Condition Categories (CCs) which are part of CMS’s Hierarchical Condition Categories. The Hierarchical Condition Category (HCC) system groups the ICD-9-CM codes into larger groups that are used in models to predict medical care utilization, mortality, or other related measures. CCs are clinically relevant diagnostic groups of the more than 15,000 ICD-9 codes (Pope et al. 2001). 
To select candidate variables, a team of clinicians reviewed all 189 CCs and excluded those that were not relevant to the Medicare population or that were not clinically relevant to the mortality outcome (e.g., attention deficit disorder, female infertility). Clinically relevant CCs were selected as candidate variables and some of those CCs were then combined into clinically coherent CC groupings. Other candidate variables included age, gender, and cardiogenic shock. Gender was included in risk adjustment due to the fact that women have smaller caliber vessels and thus represent more technically challenging CABG procedures compared to men (O'Connor 1996).
To inform final variable selection, a modified approach to stepwise logistic regression was performed. The development sample was used to create 1,000 “bootstrap” samples. For each sample, we ran a logistic stepwise regression that included the candidate variables. The results were summarized to show the percentage of times that each of the candidate variables was significantly associated with mortality (p<0.001) in each of the 1,000 repeated samples (e.g., 90 percent would mean that the candidate variable was selected as significant at p<0.001 in 90 percent of the estimations). We also assessed the direction and magnitude of the regression coefficients. 
The clinical team reviewed these results and decided to retain the majority of risk adjustment variables above a 70% cutoff, because they demonstrated a relatively strong and stable association with risk for death and were clinically relevant. Additionally, specific variables with particular clinical relevance to the risk of death were forced into the model (regardless of percent selection) to ensure appropriate risk adjustment for CABG. These included:
1) Clinical variables associated with CABG: 
- History of Prior CABG or Valve Surgery 

2) Markers for end of life/frailty: 
- Decubitus Ulcer or Chronic Skin Ulcer 
- Dementia or Other Specified Brain Disorders 
- Metastatic Cancer and Acute Leukemia 
- Protein-calorie Malnutrition 
- Hemiplegia, Paraplegia, Paralysis, Functional disability 
- Stroke 

3) Diagnoses with potential asymmetry among hospitals that would impact the validity of the model: 
- Lung, Upper Digestive Tract, and Other Severe Cancers 
- Lymphatic, Head and Neck, Brain, and Other Major Cancers; Breast, Prostate, Colorectal and Other Cancers and Tumors; Other Respiratory and heart Neoplasms 
- Other Digestive and Urinary Neoplasms 
This resulted in a final risk-adjustment model that included 24 variables. 

References 
Pope G, Ellis R, Ash A, et al. Principal Inpatinet Diagnosit Cost Group Models for Medicare Risk Adjustment. Health Care Financing Review. 2000;21(3):26. 
[bookmark: _Hlk501029131]O'Connor NJ, Morton JR, Birkmeyer JD, Olmstead EM, O'Connor GT. Effect of coronary artery diameter in patients undergoing coronary bypass surgery. Northern New England Cardiovascular Disease Study Group. Circulation. 1996;93(4):652-655.
[bookmark: _Hlk500147672]Social Risk Factors
We selected variables representing social risk factors such as SES for examination based on a review of literature, conceptual pathways, and feasibility. In Section 1.8, we describe the variables that we considered and analyzed based on this review. Below we describe the pathways by which social risk factors may influence 30-day mortality.
Our conceptualization of the pathways by which patient social risk factors affects 30-day mortality is informed by the literature.
Literature Review of Social Risk Variables and Mortality after a CABG Procedure
To examine the relationship between social risk factors and hospital 30-day, all-cause, RSMR following CABG surgery, a literature search was performed with the following exclusion criteria: international studies, articles published more than 10 years ago, articles without primary data, articles using Veterans Affairs databases as the primary data source, and articles not explicitly focused on social risk factors such as SES and CABG mortality. Studies are limited, and those that have been conducted have mixed results.
Causal Pathways for Social Risk Variable Selection
Although some recent literature evaluates the relationship between patient social risk factor such as SES and the mortality outcome, few studies directly address causal pathways or examine the role of the hospital in these pathways (see, for example, Chang et al 2007; Gopaldas et al 2009; Kim et al 2007; LaPar 2010; 2012). Moreover, the current literature examines a wide range of conditions and risk variables with no clear consensus on which risk factors demonstrate the strongest relationship with mortality. The social risk factors that have been examined in the literature can be categorized into three domains: (1) patient-level variables, (2) neighborhood/community-level variables, and (3) hospital-level variables. Patient-level variables describe characteristics of individual patients, and include the patient’s income or education level (Eapen et al., 2015). Neighborhood/community-level variables use information from sources such as the American Community Survey as either a proxy for individual patient-level data or to measure environmental factors. Studies using these variables use one dimensional measures such as median household income or composite measures such as the AHRQ-validated SES index score (Blum et al., 2014). Hospital-level variables measure attributes of the hospital which may be related to patient risk. Examples of hospital-level variables used in studies are ZIP code characteristics aggregated to the hospital level or the proportion of Medicaid patients served in the hospital (Gilman et al., 2014; Joynt and Jha, 2013).
The conceptual relationship, or potential causal pathways by which these possible social risk factors influence the risk of mortality following an acute illness or major surgery, like the factors themselves, are varied and complex. There are at least four potential pathways that are important to consider.
1. Relationship of social risk factors such as SES to health at admission. Patients who have lower income/education/literacy or unstable housing may have a worse general health status and may present for their hospitalization or procedure with a greater severity of underlying illness. These social risk factors, which are characterized by patient-level or neighborhood/community-level (as proxy for patient-level) variables, may contribute to worse health status at admission due to competing priorities (restrictions based on job, lack of childcare), lack of access to care (geographic, cultural, or financial), or lack of health insurance. Given that these risk factors all lead to worse general health status, this causal pathway should be largely accounted for by current clinical risk-adjustment.
2. Use of low-quality hospitals. Patients of lower income, lower education, or unstable housing have been shown not to have equitable access to high quality facilities because such facilities are less likely to be found in geographic areas with large populations of poor patients. Thus, patients with low income are more likely to be seen in lower quality hospitals, which can explain increased risk of mortality following hospitalization.
3. Differential care within a hospital. The third major pathway by which social risk factors may contribute to mortality risk is that patients may not receive equivalent care within a facility. For example, patients with social risk factors such as lower education may require differentiated care (e.g. provision of lower literacy information – that they do not receive). 
4. Influence of social risk factors on mortality risk outside of hospital quality and health status. Some social risk factors, such as income or wealth, may affect the likelihood of mortality without directly affecting health status at admission or the quality of care received during the hospital stay. For instance, while a hospital may make appropriate care decisions and provide tailored care and education, a lower-income patient may have a worse outcome post-discharge due to competing economic priorities or a lack of access to care outside of the hospital.
These proposed pathways are complex to distinguish analytically. They also have different implications on the decision to risk adjust or not. We, therefore, first assessed if there was evidence of a meaningful effect on the risk model to warrant efforts to distinguish among these pathways. 
Based on this model and the considerations outlined in Section 1.8, the following social risk variables were considered:
• Dual eligible status
• AHRQ SES index
We assessed the relationship between the SES variables with the outcome and examined the incremental effect in a multivariable model. For this measure, we also examined the extent to which the addition of any one of these variables improved model performance or changed hospital results. Given no meaningful improvement in the risk-model or change in performance scores we did not further seek to distinguish the causal pathways for these measures.  
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2b3.3b. How was the conceptual model of how social risk impacts this outcome developed?  Please check all that apply:
☒ Published literature
☐ Internal data analysis
☐ Other (please describe)

2b3.4a. What were the statistical results of the analyses used to select risk factors?
Below is a table showing the final variables in the model with associated odds ratios (OR) and confidence intervals (CI) (Dataset 1).

	Variable
	07/2013-06/2016
OR (95% CI)

	Age minus 65 (years above 65, continuous)
	1.06 (1.06 - 1.07)

	Male 
	0.69 (0.64 - 0.74)

	Cardiogenic shock
	7.20 (6.68 - 7.75)

	Coronary atherosclerosis
	1.18 (1.06 - 1.33)

	History of coronary artery bypass graft (CABG) or valve surgery
	1.41 (1.24 - 1.60)

	Cancer; metastatic cancer and acute leukemia (CC 8-14)
	0.92 (0.84 - 1.00)

	Protein-calorie malnutrition (CC 21)
	1.72 (1.55 - 1.91)

	Morbid obesity; other endocrine/metabolic/nutritional disorders (CC 22, 25-26)
	0.73 (0.66 - 0.82)

	Liver or biliary disease (CC 27-32)
	1.50 (1.35 - 1.67)

	Other gastrointestinal disorders (CC 38)
	0.77 (0.72 - 0.82)

	Dementia or other specified brain disorders (CC 51-53)
	1.29 (1.16 - 1.45)

	Hemiplegia, paraplegia, paralysis, functional disability (CC 70-74, 103-104, 189-190)
	1.29 (1.10 - 1.52)

	Congestive heart failure (CC 85)
	1.17 (1.08 - 1.27)

	Acute myocardial infarction (CC 86)
	1.20 (1.11 - 1.29)

	Unstable angina and other acute ischemic heart disease (CC 87)
	0.87 (0.81 - 0.93)

	Angina; old myocardial infarction (CC 88 plus ICD-10-CM code I25.2, for discharges on or after October 1, 2015; CC 88 plus ICD-9-CM code 412, for discharges prior to October 1, 2015)
	0.87 (0.81 - 0.93)

	Hypertension (CC 95)
	0.81 (0.74 - 0.89)

	Stroke (CC 99-100)
	1.06 (0.92 - 1.22)

	Vascular or circulatory disease (CC 106-109)
	1.16 (1.08 - 1.24)

	Chronic obstructive pulmonary disease (COPD) (CC 111)
	1.38 (1.29 - 1.48)

	Pneumonia (CC 114-116)
	1.32 (1.21 - 1.43)

	Dialysis status (CC 134)
	1.92 (1.66 - 2.23)

	Renal failure (CC 135-140)
	1.39 (1.30 - 1.49)

	Decubitus ulcer or chronic skin ulcer (CC 157-161)
	1.11 (0.97 - 1.28)




2b3.4b. Describe the analyses and interpretation resulting in the decision to select social risk factors (e.g. prevalence of the factor across measured entities, empirical association with the outcome, contribution of unique variation in the outcome, assessment of between-unit effects and within-unit effects.)  Also describe the impact of adjusting for social risk (or not) on providers at high or low extremes of risk.

Variation in prevalence of the factor across measured entitiesThe prevalence of SES factors in the CABG cohort varies across measured entities. The median percentage of dual eligible patients is 8.4% (interquartile range [IQR]: 5.6% – 13.4%). The median percentage of patients with an AHRQ SES Index score equal to or below 46.0 is 16.6% (IQR: 8.8% – 26.8%). 
[bookmark: _Hlk499042910]Empirical association with the outcome (univariate)
The patient-level observed CABG mortality rate is higher for dual eligible patients, 4.68%, compared with 3.03% for all other patients. Similarly, the mortality rate for patients with an AHRQ SES Index score equal to or below 42.6 was 3.96% compared with 3.00% for patients with an AHRQ SES Index score above 42.6. 

[bookmark: _Hlk499043667]Incremental effect of SES variables in a multivariable model
[bookmark: _Hlk499043647]We then examined the strength and significance of the SES variables in the context of a multivariable model. Consistent with the above findings, when we include any of these variables in a multivariate model that includes all of the claims-based clinical variables, the effect size of each of these variables is significant, but lower, than the coefficient for the bivariate association (the parameter estimate decreased from 1.57 to 1.23 for dual eligibility, from 1.34 to 1.23 for the AHRQ SES Index). 
[bookmark: _Hlk499109139]To further understand the relative importance of these risk-factors in the measure, we compared hospital performance with and without the addition of each social risk variable. Results show that the c-statistic is unchanged with the addition of any of these variables into the model: The c-statistic of the original model is 0.779; the c-statistic of the original model with the dual eligible variable added is 0.779; and the original model with the AHRQ SES index variable added is 0.780.
We also examined the change in hospitals’ RSMRs with the addition of any of these variables. The median absolute change in hospitals’ RSMRs when adding a dual eligibility indicator is 0.010% (IQR:  0.00% – 0.03%, minimum 0.00% – maximum 0.48%) with a correlation coefficient between RSMRs for each hospital with and without dual eligibility added of 0.99781. The median absolute change in hospitals’ RSMRs when adding an indicator for a low AHRQ SES Index score is 0.02% (IQR: 0.01% – 0.03%, minimum 0.00% – maximum 0.22%) with a correlation coefficient between RSRRs for each hospital with and without an indicator for a low AHRQ SES Index score added of 0.99961.
Overall, we find that the social risk variables that could be feasibly incorporated into this model do have a significant relationship with the outcome in multivariable modeling. However, the impact of any of these indicators is very small to negligible on model performance and hospital profiling. Given the controversial nature of incorporating such variables into a risk-model we do not support doing so in a case that is unlikely to affect hospital profiling.
[bookmark: _Hlk496526156]2b3.5. Describe the method of testing/analysis used to develop and validate the adequacy of the statistical model or stratification approach (describe the steps―do not just name a method; what statistical analysis was used)

Approach to assessing model performance (Dataset 1 and Dataset 2)
We computed three summary statistics for assessing model performance (Harrell and Shih, 2001) for the CABG mortality cohort:

Discrimination Statistics
(1) Area under the receiver operating characteristic (ROC) curve (the c-statistic) is the probability that predicting the outcome is better than chance, which is a measure of how accurately a statistical model is able to distinguish between a patient with and without an outcome)
(2) Predictive ability (discrimination in predictive ability measures the ability to distinguish high-risk subjects from low-risk subjects; therefore, we would hope to see a wide range between the lowest decile and highest decile.)

Calibration Statistics
(3) Over-fitting indices (over-fitting refers to the phenomenon in which a model accurately describes the relationship between predictive variables and outcome in the development dataset but fails to provide valid predictions in new patients)

We tested the performance of the model for Dataset 1 described in section 1.7. 

References
Harrell FE and Shih YC. Using full probability models to compute probabilities of actual interest to decision makers, Int. J. Technol. Assess. Health Care 17 (2001), pp. 17–26.


Provide the statistical results from testing the approach to controlling for differences in patient characteristics (case mix) below.
If stratified, skip to 2b3.9

2b3.6. Statistical Risk Model Discrimination Statistics (e.g., c-statistic, R-squared):  

Results for the development cohort (Dataset 2) 
2009 development cohort: 
C-statistic = 0.75 
Predictive ability (lowest decile %, highest decile %): (0.7, 11.1) 
2008 validation cohort: 
C-statistic = 0.74 
Predictive ability (lowest decile %, highest decile %): (0.6, 11.8) 
2010 validation cohort: 
C-statistic = 0.75 
Predictive ability (lowest decile %, highest decile %): (0.5, 10.6)
[bookmark: _Hlk497487238][bookmark: _Hlk496534574]
Results for the 2017 reporting cohort (Dataset 1)
C statistic = 0.7789; 
Predictive ability (lowest decile %, highest decile %) = (0.4, 14.0)


2b3.7. Statistical Risk Model Calibration Statistics (e.g., Hosmer-Lemeshow statistic):  
Results for the development cohort (Dataset 2) 
2009 development cohort: Calibration (over-fitting statistics): (0, 1) 
2008 validation cohort: Calibration (over-fitting statistics): (0.01, 0.99) 
2010 validation cohort: Calibration (over-fitting statistics): (-0.10, 0.97)


2b3.8. Statistical Risk Model Calibration – Risk decile plots or calibration curves:

The risk decile plot is a graphical depiction of the deciles calculated to measure predictive ability. Below, we present the risk decile plot showing the distributions for Medicare FFS data from July 2013 to June 2016 (Dataset 1).

[image: ]

[bookmark: question2b49]2b3.9. Results of Risk Stratification Analysis:  
N/A
2b3.10. What is your interpretation of the results in terms of demonstrating adequacy of controlling for differences in patient characteristics (case mix)? (i.e., what do the results mean and what are the norms for the test conducted)

Discrimination Statistics (Dataset 1 and Dataset 2)
[bookmark: _Hlk497811302]The C-statistics ranged from 0.75 to 0.78 across datasets (Dataset 1 and Dataset 2) and indicates good model discrimination. The model indicated a wide range between the lowest decile and highest decile, indicating the ability to distinguish high-risk subjects from low-risk subjects.

Calibration Statistics (Dataset 2)
Over-fitting (Calibration γ0, γ1) 
If the γ0 in the validation samples are substantially far from zero and the γ1 is substantially far from 1, there is potential evidence of over-fitting. The calibration value of close to zero at one end and close to 1 on the other end indicates good calibration of the model (Dataset 2).

Risk Decile Plots (Dataset 1)
Higher deciles of the predicted outcomes are associated with higher observed outcomes, which show a good calibration of the model. This plot indicates excellent discrimination of the model and good predictive ability.

Overall Interpretation (Dataset 1 and Dataset 2)
Interpreted together, our diagnostic results demonstrate the risk-adjustment model adequately controls for differences in patient characteristics (case mix).

2b3.11. Optional Additional Testing for Risk Adjustment (not required, but would provide additional support of adequacy of risk model, e.g., testing of risk model in another data set; sensitivity analysis for missing data; other methods that were assessed)

Application to Patients Aged 18 Years and Older (Dataset 4)
When the model was applied to all patients aged 18+ in 2006 California Patient Discharge Data, overall discrimination was good (C statistic=0.84). In addition, there was good discrimination and predictive ability in both those aged 18-64 and those aged 65+. Moreover, the distribution of Pearson residuals was comparable across the patient subgroups. When comparing the model with and without interaction terms [between age (>65 and <65) and individual risk factors]: (a) the reclassification analysis demonstrated nearly 100% overall agreement in patient risk categorization; (b) the C statistic was nearly identical for the models with and without interaction terms (0.85 vs. 0.86, respectively); and (c) hospital-level risk-standardized rates were highly correlated (ICC=0.998). Although there were significant age-by-risk-factor interaction terms for two variables (Older and COPD, and Older and Dementia or Senility), the inclusion of interactions did not substantively affect either patient-level model performance or hospital-level results. Therefore, the measure can be applied to all-payer data for patients 18 years and older. For simplicity and pending further study, the only change currently recommended to the measure specifications to allow application to an all-payer, 18+ year population is transformation of the Age variable from “Age – 65” to a fully continuous age variable.
_______________________
[bookmark: section2b5]2b4. IDENTIFICATION OF STATISTICALLY SIGNIFICANT & MEANINGFUL DIFFERENCES IN PERFORMANCE

2b4.1. Describe the method for determining if statistically significant and clinically/practically meaningful differences in performance measure scores among the measured entities can be identified (describe the steps―do not just name a method; what statistical analysis was used? Do not just repeat the information provided related to performance gap in 1b) 

For public reporting of the measure, CMS characterizes the uncertainty associated with the RSMR by estimating the 95% interval estimate. This is similar to a 95% confidence interval but is calculated differently. If the RSMR’s interval estimate does not include the national observed mortality rate (is lower or higher than the rate), then CMS is confident that the hospital’s RSMR is different from the national rate, and describes the hospital on the Hospital Compare website as “better than the U.S. national rate” or “worse than the U.S. national rate.” If the interval includes the national rate, then CMS describes the hospital’s RSMR as “no different than the U.S. national rate” or “the difference is uncertain.” CMS does not classify performance for hospitals that have fewer than 25 cases in the three-year period.

2b4.2. What were the statistical results from testing the ability to identify statistically significant and/or clinically/practically meaningful differences in performance measure scores across measured entities? (e.g., number and percentage of entities with scores that were statistically significantly different from mean or some benchmark, different from expected; how was meaningful difference defined)

Analyses of Medicare FFS data show substantial variation in RSMRs among hospitals. Using data from July 2013-June 2016 (Dataset 1), the median hospital RSMR was 3.1%, with a range of 1.3% to 7.4%. The interquartile range was 2.7%-3.7%.

Of 1,185 hospitals in the study cohort, 17 performed “Better than the National Rate,” 1,004 performed “No Different from the National Rate,” and 18 performed “Worse than the National Rate.” 146 were classified as “Number of Cases Too Small” (fewer than 25) to reliably tell how well the hospital is performing.
2b4.3. What is your interpretation of the results in terms of demonstrating the ability to identify statistically significant and/or clinically/practically meaningful differences in performance across measured entities? (i.e., what do the results mean in terms of statistical and meaningful differences?)

The variation in rates suggests there are meaningful differences across hospitals in 30-day all-cause mortality following a qualifying CABG procedure.

_______________________________________
2b5. COMPARABILITY OF PERFORMANCE SCORES WHEN MORE THAN ONE SET OF SPECIFICATIONS 
If only one set of specifications, this section can be skipped.

Note: This item is directed to measures that are risk-adjusted (with or without social risk factors) OR to measures with more than one set of specifications/instructions (e.g., one set of specifications for how to identify and compute the measure from medical record abstraction and a different set of specifications for claims or eMeasures). It does not apply to measures that use more than one source of data in one set of specifications/instructions (e.g., claims data to identify the denominator and medical record abstraction for the numerator). Comparability is not required when comparing performance scores with and without social risk factors in the risk adjustment model.  However, if comparability is not demonstrated for measures with more than one set of specifications/instructions, the different specifications (e.g., for medical records vs. claims) should be submitted as separate measures.

2b5.1. Describe the method of testing conducted to compare performance scores for the same entities across the different data sources/specifications (describe the steps―do not just name a method; what statistical analysis was used)
 
N/A

2b5.2. What were the statistical results from testing comparability of performance scores for the same entities when using different data sources/specifications? (e.g., correlation, rank order)

N/A

2b5.3. What is your interpretation of the results in terms of the differences in performance measure scores for the same entities across the different data sources/specifications? (i.e., what do the results mean and what are the norms for the test conducted)

N/A
_______________________________________
2b6. MISSING DATA ANALYSIS AND MINIMIZING BIAS 

2b6.1. Describe the method of testing conducted to identify the extent and distribution of missing data (or nonresponse) and demonstrate that performance results are not biased due to systematic missing data (or differences between responders and nonresponders) and how the specified handling of missing data minimizes bias (describe the steps―do not just name a method; what statistical analysis was used)

 N/A


2b6.2. What is the overall frequency of missing data, the distribution of missing data across providers, and the results from testing related to missing data? (e.g., results of sensitivity analysis of the effect of various rules for missing data/nonresponse; if no empirical sensitivity analysis, identify the approaches for handling missing data that were considered and pros and cons of each)

N/A

2b6.3. What is your interpretation of the results in terms of demonstrating that performance results are not biased due to systematic missing data (or differences between responders and nonresponders) and how the specified handling of missing data minimizes bias? (i.e., what do the results mean in terms of supporting the selected approach for missing data and what are the norms for the test conducted; if no empirical analysis, provide rationale for the selected approach for missing data)

N/A
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Let  I   denote the total number of ho spitals in the sample. We repeat steps 1  –   4 below for b = 1,2,…B  times:   1.   Sample  I   hospitals with replacement.   2.   Fit the hierarchical logistic regression model defined by Equation (1) using all patients within  each sampled hospital. The starting values are th e parameter estimates obtained by fitting the  model to all hospitals. If some hospitals are selected more than once in a bootstrapped sample,  we treat them as distinct so that we have  I   random effects to estimate the variance  components. After Step 2, we h ave:   a.   The estimated regression coefficients of the risk factors,  𝜷 ෡ ( 𝑏 ) .   b.   The parameters governing the random effects, hospital adjusted outcomes, distribution  𝜇 Ƹ ( 𝑏 )     and  𝜏 Ƹ 2 ( 𝑏 ) .   c.   The set of hospital - specific intercepts and corresponding  variances, ቄ 𝛼 ො 𝑖 ሺ 𝑏 ሻ , 𝑣 𝑎 ො 𝑟 ቀ 𝛼 𝑖 ሺ 𝑏 ሻ ቁ ; 𝑖 = 1 , 2 , … , 𝐼 ቅ       3.   We generate a hospital random effect by sampling from the distribution of the hospital - specific  distribution obtained in Step 2c. We approximate the distribution for each random effect by a  normal distribution. Thus, we draw  𝛼 𝑖 ( 𝑏 ∗ ) ~   𝑁 ( 𝛼 ො 𝑖 ሺ 𝑏 ሻ , 𝑣 𝑎 ො 𝑟 ቀ 𝛼 𝑖 ሺ 𝑏 ሻ ቁ )   for the unique set of hospitals  sampled in Step 1.   4.   Within each unique hospital  i   sampled in Step 1, and for each case  j   in that hospital, we  calculate  𝑝 Ƹ 𝑖𝑗 ( 𝑏 ) ,  𝑒 Ƹ 𝑖𝑗 ( 𝑏 ) , and  𝑠 Ƹ 𝑖 ( 𝑏 )     where     𝜷 ෡ ( 𝑏 )   and  𝜇 Ƹ ( 𝑏 )   are obta ined from Step 2 and     𝛼 𝑖 ( 𝑏 ∗ )   is  obtained from Step 3.   Ninety - five percent interval estimates (or alternative interval estimates) for the hospital - standardized outcome can be computed by identifying the 2.5 th   and 97.5 th   percentiles of the B  estimates (or   the percentiles corresponding to the alternative desired intervals).   
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